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ABSTRACT: Two field experiments were carried out at the Experimental Station, Faculty of 
Agriculture, Cairo University, during the two successive winter seasons of 2008/09 and 2009/10. 
Six cultivars were grown in a randomized complete blocks design with three replications and 
evaluated for eight characteristics. Combined analysis of variance was done from the mean data 
obtained for each characteristic over two seasons and correlation and regression analysis were 
carried out to better understand the relationship between yield and some yield components. 
Results indicated that seasons significantly affected all traits and interaction between seasons 
and cultivars was also significant. Highly significant differences and adequate genetic variability 
were observed among cultivars for all the eight characters. The results of the correlation 
coefficients of traits with grain yield revealed that the grain number per spike (r=0.84**), grain 
weight/spike (0.87**), 1000-grain weight (r=0.88**), number of spikes per square meter (r=0.68*) 
and spike length (r=0.67*) had the highest significant positive correlation with grain yield, 
indicating dependency of these characters on each other. Heading date was negatively and 
highly correlated with number of spikes per square meter (r= - 0.58*), number of grains per spike 
(r= - 0.87**), grain weight per spike (r= - 0.89**), thousand grain weight (r= - 0.87**) and spike 
length (r= - 0.75**). The criteria used in identifying the best subsets are based on monotone 
functions of the residual sum of squares (RSS) such as R

2
, adjusted R

2
 and Mallow’s Cp. Results 

revealed that the best subset regression model, based on the three different criteria, the 
predicted equation for barley grain yield per fed (Y) was Y = 3.12 – 0.006 x1 – 0.019 x2 + 0.0007 
x3 + 0.020 x6 – 0.149 x7. The simplified results from best subset regression analysis show that 
the highest coefficient of determination (R

2
=96.5%), adjusted R

2
 (93.6%) and lowest Mallows' 

conceptual predictive (Cp) value (5.8), and has five-independent variable model with all 
variables except number of grain per spike (X4) and grain weight per spike (X5). The Best 
Subset Multiple Regression analysis indicates that adding the variable number of grain per 
spike (X4) and grain weight per spike (X5) does not improve the fit of the model. 
Key words: Barley, Best subset regression, Correlation, Grain yield and components, Mallow’s 
Cp, Multiple regression analysis, Regression analysis. 

 
INTRODUCTION 

 
Barley (Hordeum vulgare L.) is one of the most important cereal crops in Egypt and is ancient as the 

origin of agriculture itself. It is considered as one of the most suitable cereal crops, which can survive and grow 
over a wide range of soils and under many adverse climatic conditions compared with many other cereal crops. 
It ranks fourth after wheat, rice and maize in the world's cereal production. 

In most of the crop improvement programmes, raising grain yield is one of the major objectives. The 
information on association between grain yield with its components is prerequisite for breeding programmes 
aiming at yield improvement. Therefore, association and regression studies were undertaken in barley. In 
recent years, breeding of new barley varieties with high yield and good quality has been regarded as a very 
important research approach by agricultural science researchers in our country, and several new varieties of 
barley with high yield and good quality have been developed. 

Yield in barley is a very complex trait and is a result of the interaction between various yield 
components. Knowledge of the association between yield-related traits is of immense importance to the 
selection of desired combinations of characters. Further, correlation analysis provides information about the 
correlated responses to selection of important plant characters. Correlation and regression analyses are 
multivariate tools that help to study the interrelationships and inter-dependence among traits. 

In many crops, especially cereal crops, yield depends on some plant attributes such as plant height, 
number of leaves, stalk thickness and tillering capacity etc. These plant attributes are referred to as the 
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independent variables, covariates, predictors, or regressors, while yield is the corresponding dependent variable. 
Each of these regressors contributes to the variation in the yield of a variety, although the contribution varies 
from one variety to another. 

Correlation analysis among yield and yield components is one of the prerequisite techniques to 
determine the influence of environment on productivity and yield potential. The information on the nature and 
magnitude of correlation coefficients help breeders to determine the selection criteria for simultaneous 
improvement of various characters along with yield.  Determination of correlation coefficients between various 
barley characters helps to obtain best combinations of attributes for obtaining higher return per unit area. 

The statistical technique that is used to establish the existence of linear relationship between the 
dependent variable and the independent variables is the Regression Analysis. If there is a single independent or 
predicator variable is referred to as simple linear regression, while if it involved more than one independent or 
predictor variables we have the case of Multivariate regression or multiple regression analysis.  

The aim of Multiple Regression Analysis (MRA) is to find the best set of the independent variables 
which can explain dependent variable on condition that the assumptions are provided. The term regression is 
used to establishing the actual relationship between two or more variables. But scientific, social, economic and 
agricultural phenomena do not confine to two variables. In these studies we often need to give actual 
relationship between two or more than two variables (Agrawal 1991). For this purpose we choose the method of 
all possible regressions. This technique requires that investigator fit all the subset regression models involving 
one predictor variable, two predictor variables and so on. Each subset regression model was then evaluated 
according some suitable criterion like R

2
, R

2
-adjusted and Mallow's Conceptual predictive Cp statistic and the 

best subset regression model was selected (Draper and Smith 1998). 
 

    The objectives of this study were to (i) evaluate six barely cultivars for grain yield and their components. 
(ii) estimate the relationship between yield and some yield components and to determine the most important 
characters that can be used as selection criteria in a breeding program for yield improvement in barley crop. iii) 
compare different prediction models by using best subset regression, based on three different criteria. 

 
MATERIALS AND METHODS 

Location of Study and Plant Materials 
The present study was carried out at the Agricultural and Research Station, Faculty of Agriculture, Cairo 

University, Giza, Egypt (30° 02'N Latitude and 31° 13' E Longitudes, Altitude 22.50 m), during 2008/2009 and 
2009/2010 growing seasons.  

Six barley cultivars viz., Giza 123, Giza 126, Giza 2000 (covered barley) and Giza 129, Giza 130, Giza 
131 (naked barley) were obtained from the Agric. Res. Center, Ministry of Agriculture, Egypt.  
 
Experimental design and plot arrangement 

The experiments were designed in a Randomized Complete Blocks Design (RCBD) with three 
replications. Each replicate consisted of six plots, each devoted to one cultivar. Plots were 3 m

2
 including five 

rows, 3 m long spaced 20 cm apart. All experimental plots were subjected to uniform agronomic practices. 
 
Cultivation Practices 

Sowing date was Dec. 3 and 5 in the first and second season, respectively. Sowing was done by hand in 
plots of 5 rows, 3 m long and 20 cm wide with plants spaced 5 cm apart within rows. Sowing rate was 60 kg 
seed/feddan for all genotypes. Grains were drilled in rows using dry method of planting. The preceding crop was 
maize in both seasons. Fertilizers were applied at the rate of 100 kg /fed ammonium nitrate (33.5% N) in two 
equal doses, the first dose was added at tillering stage and the second dose was added at shooting stage, while 
phosphorus and potassium were added at a rate of 150 kg/fed, calcium super phosphate (15.5% P2 O5) and 50 
kg/fed potassium sulfate (48.5% K2 O), respectively. Three irrigations were added during growth by flooding 
system. In all experiments, weeds were controlled by hand as needed. Other cultural practices were kept 
constant for all the treatments. 

 
Data Collection 

Data on different agronomic traits were collected on both of plant and plot basis. Measurements and 
observation of examined characters were done on ten plants randomly chosen in the middle-row of each plot. 
Eight different traits were measured including grain yield and morphological traits and yield components, plant 
height, days to 50% heading, number of spikes per square meter, number of grains per spike, grain weight per 
spike, thousand grain weight and spike length. At maturity, grain yield of the three middle rows of each plot was 
determined and converted into tons per feddan. 
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Statistical Analysis 
Trait means and the coefficients of variation (CV) were determined for the studied traits. The analysis of 

variance (ANOVA) (Steel et al 1997) for the randomized complete blocks design was performed for each 
variable in each trial and combined analysis of variance was done for the data of the two studied seasons when 
error variances of both seasons were homogeneous. The least significant difference (LSD) test was used to 
compare treatment means using the computer program MSTAT-C (MSTAT-C 1991). 

To analyze the relationships between grain yield and yield components accurately, correlation and 
regression analysis was performed for all genotypes using MINITAB (2005) 14 software statistical package. The 
data over two years subjected to estimate correlation and regression coefficients among measured 
characteristics. 
Criteria for evaluating subset regression models 

The regression model selection procedure is designed to help select the independent variables used in 
building a multiple regression model to predict a single quantitative dependent variable Y. The procedure 
considers all possible regressions involving different combinations of the independent variables. It compares 
models based on the coefficient of multiple determination R

2
, adjusted R-Square, Mallows’ Cp-statistic (Draper 

and Smith 1998 and Montgomery et al 2001), and the mean squared error. Of particular value for predictive 
model selection is the Cp-statistic proposed in Mallows (1973, 1995 and 1997). 

All possible subsets, this method builds all one-variable models, all two-variable models, and so on, until 
the last all-variable model is generated. The method requires a powerful computer (because a lot of models are 
produced), and selection of any one of the criteria: R-squared, adjusted R-squared, Mallows’ Conceptual 
predictive Cp. 

To determine an appropriate subset of the predictor variables, there are several different criteria 
available. They include R

2
, adjusted R

2
, Mallow's Conceptual predictive Cp. In order to establish adaptation of 

the estimated regression model by empirical data we use standard error of the sample regression which 
represents the estimation of standard deviation of the random error σε. It is marked by Sε, and it is presented as 
square root of repetition, or: 
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where SSE is a sum of square root aberration of the empirical points of regression model (Error Sum of 
Squares). 
         The standard error of regression as absolute measure of the unexplained  
variability is not convenient for comparison. That is the reason why we use relative indicator coefficient of 
multiple determination R

2
. It is presented as a measure of explained variability and is calculated by this equation: 
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The coefficient of multiple determination shows the percentage of variations of dependent variable Y 
which is described by common influence of independent variables which are involved in this model. During its 
calculation we should take care of the number of independent variables and of sample size. It is achieved by 
calculation of the adjusted coefficient of multiple determination: 
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where: n is the sample size and k number of independent variables. 
Mallow's Conceptual predictive (Cp) Criterion: 

Mallow’s Cp is a technique for model selection in regression (Mallows 1973). The Cp-statistic is defined 
as a criterion to assess fits when models with different numbers of parameters are being compared. If model (p) 
is correct then Cp will tend to be close to or smaller than p. Therefore a simple plot of Cp versus p can be used 
to decide amongst models. This criterion is related to the mean-square error of a fitted value as follows: 

),2(
)(

2
pn
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where n is the sample size, p is the number of covariates including  β0 , RSS (p) is the residual sum of squares 
from a model containing p parameters, and S

2
 is the mean residual sum of squares from the model containing all 

possible covariates (Full model). 
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            A model is good according to this criterion if Cp ≤ p. We may choose the smallest model for which Cp ≤ 
p, so a benefit of this criterion is that it can achieve for us a `good' model containing as few variables as 
possible. 

RESULTS AND DISCUSSION 

 
Means of Barley Yield and its Components 

 Basic statistical parameters: mean values, standard error, standard deviation, minimum and maximum 
values and coefficient of variation, for the six cultivars under investigation of all studied traits are presented in 
(Table 1). In the present investigation, there was a considerable variation with regard to all characteristics under 
study (Table 1).  

       The results shown in Table 1 show that the coefficient of variation was the highest for spike length, 
followed by grain weight per spike. Heading date had the lowest value, followed by number of spikes per square 
meter, number of grains per spike and plant height. Thousand grain weight and grain yield per feddan showed 

moderate values for the coefficient of variation (Table 1). Coefficient of variation also known as 'relative 

variability' calculated as percentage is a measure of how much variability exists for selection. Similar results 
have been reported by Zakova and Benkova (2006) and Sarkar et al (2010). 
 

Table 1. Basic statistical parameters for yield and yield components in barley: mean values, standard deviation, standard 
error, minimum values (Min) maximum values (Max) and coefficient of variation (CV). 

Character Mean SD SE Min. Max. CV (%) 

Heading date  (days) 76.64 5.03 1.45 70.00 84.33 6.56 

Plant height (cm) 92.28 8.34 2.41 79.67 101.33 9.04 

Number of Spikes /m
2
 507.66 39.35 11.36 455.55 579.69 7.75 

Number of grains/spike 55.45 5.01 1.45 46.36 60.44 9.03 

1000-grain weight (g) 47.76 4.85 1.40 39.75 53.03 10.17 

Grain weight /spike 2.39 0.29 0.09 1.97 2.08 12.52 

Spike length (cm) 5.46 0.79 0.23 4.40 6.87 14.60 

Grain yield (ton/fed) 1.71 0.19 0.05 1.44 1.98 11.01 

 
Means of grain yield varied between 1.44 and 1.98 ton per feddan. Plant height ranged from 79.67 to 

101.33 cm. Heading date was between 70 and 84.33 day, whereas the number of spikes per square meter was 
between 455.55 and 579.69. The number of grains per spike, thousand grain weight, grain weight per spike and 
spike length were between 46.36 and 60.44, 39.75 and 53.03 g, 1.97 and 2.08 g, 4.40 and 6.87 cm, respectively 
(Table 1).  

 
Variance analysis 

      Results from the combined analysis of variance over two years revealed that grain yield and yield 
components had significant differences between years, cultivars and interaction of years x cultivars (Table 2). 

 
Table 2. Combined analysis of variance for grain yield and yield components over two years. 

S.O.V. df Mean squares 

PH DH NS/m
2
 Ng/S GW/S Sl TSW GY 

Years (Y) 1 25.11* 13.36* 392.50* 60.03* 0.042 0.026 0.095 0.152* 
Cultivars (C) 5 452.11** 164.56** 10127.44** 148.09** 0.578** 4.17** 152.50** 0.209** 

C x Y 5 7.44* 9.03* 36.112* 15.62* 0.015 0.013 3.11 0.180* 

PH: Plant height, DH: Heading date, NS/m
2
: Number of spikes per square meter, NG/S: Number of grains per spike, GW/S: 

Grain weight per spike, TSW: Thousand grain weight, SL: Spike length, GY: Grain yield (ton/fed). 
** = Significant at 1% level. * = Significant at 5% level. ns = Non-Significant. 

 

   The analysis of variance presented in Table (2) shows that, cultivars differed significantly at p < 0.01 for all 
characteristics, indicating significant genetic variability present for these traits among cultivars. The presence of 
variability in crop is important for genetic studies and consequently improvement and selection. Seasonal 
variations significantly affected all traits except grain weight per spike, spike length and 1000-grain weight, 
indicating that genotypes responded for this trait similarly to weather condition in both years (Table 2). 
Significant year (Y) effects (p < 0.05) indicated the presence of variability in the environmental variables 
(temperature, rainfall, humidity, sunshine) for both years of evaluation. The interaction between seasons and 
cultivars was also significant for all traits under study except grain weight per spike, spike length and 1000-grain 
weight (Table 2), indicating that differences between cultivars were affected by the growing season. Hamid et al 
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(2005), Zakova and Benkova (2006),  Hasan  et al (2010), Tamm and Kuuts (2010), Ibrahim et al (2011) and 
Zaefizadeh et al (2011a) recorded similar results in their studies with different barley genotypes. 

 
Varietal performance 

Grain yield is a complex character affected by several environmental, morphological and physiological 
characters. In the present study, yield and yield components were significantly affected by cultivars. Grain yields 
also depend upon other yield components. Results of the combined analysis of variance showed significant 
differences among the studied cultivars for yield and its components, (Table 3).  

Comparison of the means of different traits indicated that the cultivars were superior in each trait. Data 
presented in Table 3 indicated that the barley cultivars: Giza 123, Giza 126, Giza 129, Giza 130, Giza 131 and 
Giza 2000 differed significantly in yield and yield components, via., plant height, days to heading, number of 
spikes per square meter, number of grains per spike, thousand grain weight and grain yield per spike. 

 

 
Table 3. Variation among barley cultivars in grain yield and other agronomic  characteristics. 

 Cultivar Agronomic characteristics (mean values) 

PH HD NS /m
2
 NG/S GW/S TWS SL GY 

Giza 123 86.50b 70.50c 574.84a 60.42a 2.79a 52.79a 5.73b 1.97a 

Giza 126 100.50a 82.67a 459.30d 48.15c 1.99d 40.11c 4.43e 1.50d 
Giza 129 88.00b 73.33bc  516.92bc 59.62a 2.71a 52.51a 6.82a 1.79a-c 

Giza 130 100.00a 76.00b 498.02c 53.62b 2.26c 45.32b 5.20cd 1.63b-d 

Giza 131 98.83a 83.33a 473.71d 51.93b 2.18c 45.21b 4.86de 1.53cd 
Giza 2000 79.83c 74.00b  523.66b 58.97a 2.44b 50.63a 5.70bc 1.84ab 

PH: Plant height, DH: Heading date, NS/m
2
: Number of spikes per square meter, NG/S: Number of grains per spike, GW/S: 

Grain weight per spike, TSW: Thousand grain weight, SL: Spike length, GY: Grain yield (ton/fed). Means followed by the same 
letter within a column are not significantly different at the 5% level of probability based on the combined analysis over two 

years as indicated by the protected LSD test. 

 
   The mean grain yield of cultivars varied between 1.50 for Giza 126 to 1.97 for Giza 123. The cultivar Giza 

123 produced the highest grain yield (1.97 ton/fed) which was at par with cultivars Giza 129 and Giza 2000. On 
the other hand the differences between Giza 126, Giza 130 and Giza 131 were not significant (Fig. 1). The 
higher grain yield of cultivar Giza 123 was due to the higher number of spikes per square meter, number of 
grains per spike, grain weight per spike and thousand grain weight. The differences between cultivars might be 
attributed to variation in translocation rate of photosynthates from leaves and storage organs to the grain. These 
results agree with those of Shaaban et al (1984), El-Sayed et al (1992), Ibrahim et al (2011) and Zaefizadeh et al 
(2011 b). 

 

 
Fig 1. Comparison of mean grain yields (ton/fed) of the six barley cultivars. 

Columns with the same letter are not statistically different at the p=0.05 according to LSD test. 

 

    As can be seen from Table 3, all cultivars produced statically different numbers of spikes per square 
meter. The cultivar Giza 123 produced significantly more spikes per square meter (574.84) than all other 
cultivars and was followed by Giza 2000 (523.66). Cultivars varied significantly regarding thousand grain weight 
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(Table 3). The cultivar Giza 123 was at par with Giza 129 and Giza 2000 which produced significantly the 
highest thousand grain weight (52.79 g). 

    When we look at number of grains per spike, Giza 123 (60.42) was highest, while Giza 126 (48.15) had 
the lowest values. The mean grain weight per spike varied among cultivars in the range of 2.79 for Giza 123 to 
1.99 for Giza 126. The cultivar Giza 129 produced significantly highest spike length (6.82) and was followed by 
Giza 123, Giza 2000, Giza 130, Giza 131 and Giza 126 having average spike length of 5.73, 5.70, 5.20, 4.86 
and 4.43, respectively.   

It may be concluded that differences between barley cultivars may be due to genetical differences, as 
well as, cultivars response. It is noteworthy to mention that differences in yield potential of barley depend on the 
part of photosynthetic material partitioned to grains. It is worthy to mention that the results of varietal differences 
in yield and its components were in harmony with the results obtained by Hamid et al (2005), Zakova and 
Benkova (2006), Hasan  et al (2010) and Tamm and Kuuts (2010). 

 
Correlation analysis 

Knowledge of the interrelationships between seed yield and other characters is important to effective 
selection (Ariyo 1995). Consistent with this, efforts were made to evaluate the nature of inter-relationships 
between different yield components. 

The simple correlation coefficients were determined for eight character combinations with the objective 
to obtain information about the relationships among different character combinations. Knowledge of correlation is 
also required to obtain the expected response of other characters when selection is applied to a character of 
interest in a breeding program (Falconer 1989). 

Coefficients of correlation grain yield and yield components from data obtained over years are presented 
in Table 4. The combined data over two years in Table 4 show that number of spikes per square meter, number 
of grains per spike, grain weight per spike, 1000-grain weight and spike length showed significant positive 
correlation with grain yield. 

When we look at the relationship among traits, the results of the correlation coefficients revealed that the 
grain number per spike, grain weight/spike and 1000-grain weight had the highest significant positive correlation 
with grain yield, r= 0.84**, r= 0.87** and r=0.88** (Table 4), indicating dependency of yield on these characters. 
Furthermore, results also indicated  that  number  of  spikes  per  square  meter

  
and  spike  length  was  

 
Table 4. The correlation coefficients among the grain yield and yield components in barley. 

 

Character GY PH HD NS/m
2
 NG/S GW/S TSW 

Plant height (cm) -0.78**       

Heading date (days) -0.90** -0.73**      

Number of spikes /m
2
 0.68* -0.41

ns
 -0.58*     

Number of grains/spike 0.84** -0.82** -0.87** 0.58*    

Grain weight /spike 0.87** -0.72** -0.89** 0.66* 0.94**   

1000-grain weight (g) 0.88** -0.80** -0.87** 0.64* - 0.67* 0.93**  

Spike length (cm) 0.67 * -0.69* -0.75** 0.70** 0.81** 0.85** -0.65* 

PH: Plant height, DH: Heading date, NS/m
2
: Number of spikes per square meter, NG/S: Number of grains per spike, GW/S: 

Grain weight per spike, TSW: Thousand grain weight, SL: Spike length, GY: Grain yield (ton/fed). 
** = Significant at 1% level. * = Significant at 5% level. ns = Non-Significant 

   
Significantly correlated with barley grain yield ( r= 0.68*, r= -0.67*, respectively).These correlations show 

that selection for these traits plays an important role in improving grain yield in barley. These results are in 
agreement with those reported by Rasmusson and Chanel (1970), Singh (1999), Kole (2006) and Zaefizadeh et 
al (2011 b). 

The correlation of spike length with number of grains per spike was highly significant and positive, 
suggesting that the longer the spike length the higher would be the number of grains per spike. Results of table 
4 show that correlation of number of grains per spike with 1000-grain weight was significant and negative (r= - 
0.67*). We can conclude that by increasing number of grains per spike, 1000-grain weight decreases and vice 
versa. Field data showed that increasing the spike length increased the number of grains per spike and 
decreased the 1000 grain weight. 1000-grain weight is an important yield component (Petr et al 1979). 

Simple correlation coefficients between grain yield and other variables are given in Table 4. There was 
significant negative relation between plant height and grain yield (r= - 0.78 **) and days to heading with grain 
yield (r= - 0.90**). This means that decreasing days to heading decreases grain yield, and increasing plant 
height decreases grain yield. This may be attributed to that long stems could result in plants lodging, which 
reduces grain yield (Gardner et al 1985). Increases in grain yield of spring barley are generally associated with 
reduced plant height and improved lodging resistance (Grausgruber et al 2002). Plant height is an important 
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morphological character directly linked with the productive potential of plant in terms of grain yield (Alam et al 
2007). Zaefizadeh et al (2011 b) also detected negative correlation between plant height and grain yield.  

In our study, heading date was negatively and highly correlated with plant height, number of spikes per 
square meter, number of grains per spike, grain weight per spike, thousand grain weight  and spike length with 
values of ( r= -0.73**, r= -0.58*, r= -0.87**, r=  -0.89**, r= -0.87**, r= -0.75**, respectively). Also a negative 
correlation between plant height and 1000-gran weight is found. Zaefizadeh et al (2011 b) reported negative 
correlation between days to heading and plant height and between plant height and 1000-grain weight. 

 

 
Regression analysis 

Here we shall among other things distinguish between simple linear regression and multivariate 
regression model; furthermore discussed the assessing of model. 

 

 
A Simple Linear Regression Model 

Simple regression coefficients (b) of yield on the different characters were computed, together with their 
Sb values (the sample standard deviation of the regression coefficients). The significance of the coefficients 
obtained was tested by calculating t values (i.e. by the t test) as shown in Table 5. All the b values were positive, 
except that for plant height and days to heading, and all were highly significant except the b values for number of 
spikes per square meter and spike length were significant over the two seasons. Grain weight per spike gave the 
highest regression coefficient. Similar results had been reported by other authors (Zajac et al 1999, Yusaf et al 
2003 and Zaefizadeh et al 2011 a) 

 
Table 5. Regression coefficients (b values) of different component traits on grain yield in barley along with their standard 

errors, t values and linear regression equations. 

Character (xi) 
Regression values 

(b values) 
R

2
-adjusted Standard error  

of coefficients 

T value P -value Linear regression  equation 

Ŷ Grain yield ton/fed. 

Plant height (cm) -0.02** 0.5786       0.004 -4.01 0.002 
Ŷ 3.34 – 0.02 x1     

Heading date (days) -0.03** 0.8000       0.005 -6.71 0.000 
Ŷ 4.30 – 0.03 x2      

Number of Spikes /m
2
 0.001* 0.4122       0.0004 2.95 0.014 

Ŷ 1.01 + 0.001 x3        
Number of grains/spike 0.03** 0.6881       0.006 5.03 0.001 

Ŷ -0.05 + 0.02 x4      
Grain weight /spike 0.55** 0.7424       0.096 5.72 0.000 

Ŷ 0.39 + 0.55 x5      
1000-grain weight (g) 0.03** 0.7576       0.005 5.95 0.000 

Ŷ 0.07 + 0.03 x6      

Spike length (cm)       0.15* 0.3979       0.055 2.88 0.016 
Ŷ 0.84 + 0.15 x7     

** = Significant at 1% level. * = Significant at 5% level. 

 
From the simple regression (Table 5) it was found that the regression mean squares were highly 

significant, indicating presence of variation in the studied material and the importance of these characters to 
yield. Regression coefficient (b values) for number of spikes per square meter, number of grains per spike, 
grain yield per spike, thousand grain yield and spike length were positively significantly correlated with grain 
yield indicating that increase in these characters would increase the grain yield. Other traits including plant 
height and heading date showed significant and negative 'b' values suggesting that grain yield would be 
decreased with the increase of both characters.  

Linear regression of number of spikes per square meter, number of grains per spike, grain yield per 
spike, thousand grain yield and spike length it leads to increase the yield by 0.001, 0.03, 0.55, 0.03 and 0.15 
units, respectively. Presence of highly significant and positive correlation between number of spikes per square 
meter, number of grains per spike, grain yield per spike, thousand grain yield and spike length with grain yield 
shows that the results of regression analysis are in harmony with correlation results, while, plant height and 
heading date reduce the yield by 0.02 and 0.03 units, respectively. Coefficients of regression suggest that an 
increase of one centimeter in plant height may reduce grain yield by 0.02 ton/fed and decrease of one day in 
days to heading may reduce the grain yield by 0.03 ton/fed. 

Linear relationships were observed in both thousand grain weight and days to heading and grain yield 
(Figs. 2 and 3). These two factors had the highest R² in the study. Both thousand grain weight and days to 
heading affected grain yield and played an important role in determining grain yield in barley. 
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Grain yield showed a positive and linear relationship with thousand grain weight (Fig. 2). The higher 
value of adjusted R

2
 (adj. R

2
= 0.75) suggests that 75% of the variation in grain yield could be explained by the 

variation in thousand grain weight. So this trait is the most important component of grain yield in barley.  
The regression equation shows how one trait, dependent variable, changes if an independent variable 

changes for one unit. In that way, regression equation between grain yield (ton/fed) and thousand grain weight 
was established and was significant at the 1% level with a linear equation form: 

Ŷ 0.07 + 0.03 x6 , and it shows that by increasing one unit in thousand grain weight,  grain yield will 
increase on the average by 0.03 ton/fed (Table 5 and Figure 2). 

 

 
Fig 2. Functional relationship between thousand and grain yield (ton/fed). 

 
Grain yield (ton/fed) when plotted against heading date yielded a straight line. This suggests that grain 

yield (ton/fed) is dependent on heading date and 80% (adj-R
2
= 0.80) of the variation in grain yield could be 

explained by variation in heading date (Fig. 3) 
       Linear regression equation was established between days to heading and grain yield and was of 

significant regression coefficient on the level of 5% and 1 %, having the following form: 

Ŷ 4.30 – 0.03 x2 ,     
which shows that a one-day increase in the number of days to heading, grain yield decreases by an average of 
0.03 ton/fed (Table 5 and Figure 3). 
 

 
Fig 3. Functional relationship between days to heading and grain yield (ton/fed). 
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Multiple regression results 
 

      The regression of grain yield on other characters (plant height, heading date, number of spikes/m
2
, 

number of grains/spike, grain weight /spike, 1000-grain weight and spike length) is presented in Table 6. The 
variation in response explained by all the predictors was 93.32% and the F-test was highly significant. These 
results, are in agreement with those reported by Yusaf et al (2003) and Zaefizadeh et al (2011 a). 

The final equation of grain yield based on seven variables shown in Table 6 is: 
Y = 3.537 – 0.008 x1 – 0.017 x2 + 0.0006 x3 – 0.012 x4 + 0.275 x5 + 0.015 x6 – 0.149 x7. In this equation Y is 

the grain yield; x1, x2, x3 , x4, x5, x6 and x7 are plant height, heading date, number of Spikes/m
2
, number of 

grains/spike, grain weight/spike, 1000-grain weight and spike length, respectively. 
 

Table 6. Analysis of multiple linear regression of grain yield on other agronomic traits of barley, over both 2008/09 
and 2009/10 seasons. 

S.O.V. DF Sum of 
squares 

Mean squares F-ratio P-value 

Regression 7 0.38049 0.05436 22.95** 0.0045 

Residual 4 0.00947 0.00237   

Total 11 0.38996    

**= Highly significant at 1% level of significance. 
Multiple correlation coefficient R = 0.987, Coefficient of determination R

2
=0.975, Adjusted R

2
= 0.933 

 

All possible regressions and “best subset” regression models 
The Regression Model Selection procedure is designed to help select the independent variables to use 

in building a multiple regression model to predict a single quantitative dependent variable (Y). All possible 
subsets, this method builds all one variable models, all two-variable models, and so on, until the all variable 
model is generated. The method requires a powerful computer (because a lot of models are produced), and 
selection of any one of the criteria: R-squared, adjusted R-squared, Mallow's Cp. The most commonly used 
criterion to help in choosing between alternative equations in multiple regression is the R

2
 (adjusted or 

unadjusted), the F-ratio based on R
2
, along with the statistical significance of the F-ratio (Schumacker 1994). 

Best subset regression identifies the best fitting regression models that can be constructed with the 
independent variables screened. Best subset regression is an efficient way to identify models that achieve in 
predicting grain yield with as few independent variables as possible. Subset models estimate the ac tual 
regression coefficients and predict the future responses with smaller variance when comparing the full model 
using all independent variables. MINITAB examines all possible subsets of the independent variables, beginning 
with all models containing one independent variable, followed by all models containing two independent 
variables, and so on. By default, MINITAB displays the two best models for each number of independent 
variables as shown in Table 7. The table explains that each line of the output represents a different regression 
model. Independent variables that are present in the model are indicated by X. From the table, we explained 
several methods for determining the so-called "best" model according to various criteria. Table (7) shows these 
statistics for the 31 models fit (n = 12 for all models). 

When comparing models with the same number of parameters, the model with the highest R
2
 value 

should typically be selected. A larger R
2
 value indicates that more of the variation in the response variable is 

explained by the model. However, R
2
 never decreases when another predictor is added (adding variables to the 

model can never decrease the amount of variation explained). Thus other techniques are suggested when 
comparing models with different numbers of explanatory variables (Broersen 1986). 

A researcher must balance the idea of increasing R
2
 versus keeping the model simple. There are many 

additional statistics that have been developed in addition to R
2
 to determine the "best" model, such as adjusted 

R
2
 and Mallow's Cp criteria. Each of these statistics includes a penalty for including too many terms. While any 

one of these statistics is appropriate for some models, adjusted R
2
 still tends to select models with too many 

terms. Best subsets techniques use several statistics to simultaneously compare several regression models with 
the same number of predictors (Miller 1984). 

Keeping in view the correlation of different variables with grain yield, best subsets regression was done 
using the three main criteria for model fitting, viz., coefficient of determination (R

2
) achieved by least square fit, 

adjusted-R
2
, and Mallow's Cp-statistics (Table 7) (Draper and Smith, 1998). Based upon the selected criterion, 

the objective is to find the subset of independent variables that yields the lowest significance level among all 
possible subsets. 

       Mallows proposed the statistic as a criterion for selecting among many alternative subset 
regressions (Mallows 1973). Mallow's Cp compares the precision and bias of the full model to models with 
the best subsets of independent variables. It helps to strike an important balance with the number of 
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independent variables in the model. A model with too many independent variables can be relatively imprecise 
while one with too few can produce biased estimates (Wikipedia, the Free Encyclopedia, Mallow's Cp 
Available). A Mallow's Cp value that is close to the number of independent variables plus the constant 
indicates that the model is relatively precise and unbiased in estimating the true regression coefficients and 
predicting future responses.  
Table 7. Models consisting of different combinations of variables selected using all-subsets regressions from 7 potentially important 

predictors of barley. 

PH: Plant height, DH: Heading date, NS/m
2
: Number of spikes per square meter, NG/S: Number of grains per spike, GW/S: Grain 

weight per spike, TSW: Thousand grain weight, SL: Spike length. 
 

The highlighted models have acceptable Mallow's Cp. So we can choose the model with good Cp and 
the smallest number of variables to get best adjusted R

2
, which have the largest value of the model (93.6%). 

The best model includes plant height, heading date, number of spikes/m
2
, thousand grain weight and spike 

length. Both numbers of grains per spike and grain weight per spike are not included. 
The simplified results from best subset regression analysis show that the highest adjusted R

2
 (93.6%) 

and lowest Mallow's Cp value (5.8), and the lowest S value (0.047) has five-independent variable model with 
all variables except number of grains per spike (X4) and grain weight per spike (X5). The multiple regression 

Vars p 
Selection Procedure Variables 

R
2
 R

2
-adjusted Mallows Cp PH HD NS/m

2
 NG/S GW/S TSW SL 

1 2 81.8 80.0        21.9    X2      

1 2 78.0 75.8 28.3        X6  

1 2 76.6 74.2 30.6       X5   

1 2 71.6          68.8  38.7       X4    

1 2 61.7          57.9 55.1 X1       

2 3 85.5 82.3 17.9  X2    X6  

2 3 85.3 82.1 18.1  X2 X3     

2 3 85.1 81.8 18.5 X1 X2      

2 3 84.1 80.6 20.1  X2   X5   

2 3 83.1 79.3 21.9  X2  X4    

3 4 89.3 85.3 13.6  X2    X6 X7 

3 4 88.8 84.6 14.5 X1 X2 X3     

3 4 87.5 82.8 16.6   X3   X6 X7 

3 4 87.2 82.3 17.1  X2 X3   X6  

3 4 87.2 82.3 17.2  X2 X3    X7 

4 5 94.3 91.0  7.5  X2 X3   X6 X7 

4 5 93.5 89.8 8.7 X1 X2 X3    X7 

4 5 91.5 86.6 12.0 X1  X3  X5  X7 

4 5 90.7 85.3 13.4 X1  X3   X6 X7 

4 5 90.2 84.5 14.2  X2 X3  X5  X7 

5 6 96.5 93.6 5.8 X1 X2 X3   X6 X7 

5 6 95.7 92.1 7.1 X1 X2 X3  X5  X7 

5 6 94.4 89.7 9.3  X2 X3  X5 X6 X7 

5 6 94.3 89.6 9.3  X2 X3 X4  X6 X7 

5 6 93.7 88.4 10.4 X1 X2 X3 X4   X7 

6 7 96.6 93.1 7.1 X1 X2 X3  X5 X6 X7 

6 7 96.6 92.4 7.7 X1 X2 X3 X4  X6 X7 

6 7 96.5 92.2 7.8 X1 X2 X3 X4 X5  X7 

6 7 94.4 87.6 11.3  X2 X3 X4 X5 X6 X7 

6 7 93.7 86.2 12.3 X1  X3 X4 X5 X6 X7 

7 8 97.6 93.3 8.0 X1 X2 X3 X4 X5 X6 X7 
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indicates that adding the number of grain per spike (X4) and grain weight per spike (X5) does not improve the 
fit of the model. 

Taking a closer look at the results of the different criteria, we observe that the model preferred by the 
adjusted R-squared criteria (that is, the model containing X1, X2, X3, X6 and X7) has the first smallest value of 
Mallow's Cp (Cp=5.8). That is, although this model is the `best', according to the Cp criterion, it is still a `good' 
model. Also, the adjusted R-squared criterion is fairly large for this model: adjusted R

2
= 93.6%, which is almost 

the same as the adjusted R
2
 for the maximum model (93.3%). These findings are consistent with the results of 

Nikolopoulos et al (2007) and Abdullahi et al (2010). 
A useful diagnostic plot for determining the best model according to the Cp-statistic is to plot the Cp 

values versus p for all models fit, and look to see where the Cp value crosses the Cp = p line. Mallow’s Cp 
values of subset regressions for each P are given in the column 5 of the Table 7.  A Cp plot is presented in 
Figure 4. It is clear from the figure that the regression model with Cp = 5.8 corresponding to p = 6 is preferred 
because of having fewer number of regressors and lies just below the Cp = P line showing small amount of bias 
as compared to the models of which the Cp values lie above the line. 

    By default, the table 7 shows the best model for each number of independent variables. For example, 
the best model involving only 5 independent variables includes variables X1, X2, X3 X6 and X7, and gives an 
adjusted R-squared of 93.6%. The model with the best adjusted R-squared includes 5 variables, X1, X2, X3 X6 
and X7 . The model with the smallest Cp is X1, X2, X3, X6 and X7. Since its Cp value is less than 6, that model 
appears to be the best. 

Considering multiple correlation coefficient (R =0.982) of the five components under study, the 
determination of adjusted-R

2
 shows that 93.6 percent of variation in grain yield was due to these five factors 

(Table 8). The coefficient of adjusted R
2
 (0.936) represents the influence of the traits involved in the study on 

total variability of grain yield. The remaining 0.064% 
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Fig 4. The plot of Cp against p obtained for all the subset regressions 

 

 
Table 8. Analysis of the best subset multiple linear regression analysis of grain yield and other agronomic traits of 

barley, over both 2008/09 and 2009/10 seasons. 
S.O.V. df Sum of squares Mean squares F-ratio P-value 

Regression 5 0.376337     0.075267      33.14 **    0.000 

Residual 7 0.013627     0.002271   

Total 11 0.389964    

**= Highly significant at 1% level of significance. 
Multiple correlation coefficient R=0.982, Coefficient of determination R

2
= 0.965,  Adjusted                    R

2
= 0.936 

 
Could be attributed to factors that were not included in this study. It would therefore, be advisable to lay 

emphasis on these traits while, selecting high yielding cultivars in barley. The findings were consistent with the 
results of Zaefizadeh et al (2011a). Mohammadi (2002) also reported the number of fertile tillers and the number 
of grains per spike as the important traits in showing the yield in the barley genotypes, although these two traits 
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and traits of grain filling time, days to  spike appearance and plant height totally were showing the yield rate of 
49% in the regression model. 

After confirmation of the results based on the three criteria, grain yield (Y) model was developed as 
follows: 
Y = 3.12 – 0.006 x1 – 0.019 x2 + 0.0007 x3 + 0.020 x6 – 0.149 x7. In this model Y is the grain yield; x1, x2, x3, x4, x5, 
x6 and x7 are plant height, heading date, number of spikes/m

2
, 1000-grain weight and spike length, respectively. 

 
From the previous model, it is deduced that for every unit increase in plant height there is a decrease of 

0.006 ton/fed decreases in yield, and a decrease of about 0.019 ton/fed was observed in the yield when the days 
to heading is increased by one unit. Similarly a decrease of about 0.149 ton/fed was noted for every unit 
increase in spike length. There is an increase of about 0.0007 in the yield when the number of spikes per square 
meter is increase by one unit and an increased of about 0.020 ton/fed was observed in yield when the one-
thousand grain weight is increased by one unit. 

 
CONCLUSION 

 
From this investigation it is concluded that significant genotypic variation is present among barley cultivars 

to be subjected to selection for grain yield and its attributes. 
The data obtained from this study could be useful for barley breeders and grain producers in order to 

increase grain yield. Therefore, the characteristics of plant height, time to heading, number of spikes per square 
meter, grain weight per spike and spike length can be used as selection criteria to increase grain yield in barley. 

Correlation analysis mirrored the strength of the relationship between barley yield and its attributes, where 
they were positively and highly correlated with the grain yield except for plant height and days to heading, where it 
were negatively and highly correlated with grain yield barley. Moreover, the developed prediction equations are 
accurate because they have high R

2
 and low SE%. 

Regression analysis indicated the importance of plant height, days to heading, number of spikes per 
square meter, thousand grain weight and spike length in influencing grain yield in barley. High value of the 
adjusted coefficient of determination (R

2
 = 0.936) indicates that the traits chosen for this study explained almost all 

grain yield variation. 
       So for increasing grain yield, a barley cultivar should have more number of spikes per square meter, more 

number of grains per spike, high grain weight per spike, high thousand grain weight and large spike length, 
because these characters are positively associated with grain yield. However, in case of selection for yield 
improvement the cultivar should have short plant height with less time required for days to heading.   
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